
CCRT: Categorical and Combinatorial
Representation Theory.

From combinatorics of universal problems
to usual applications.

G.H.E. Duchamp
Collaboration at various stages of the work

and in the framework of the Project
Evolution Equations in Combinatorics and Physics :

Karol A. Penson, Darij Grinberg, Hoang Ngoc Minh, C. Lavault,
C. Tollu, N. Behr, V. Dinh, C. Bui,
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Goal of this series of talks

The goal of these talks is threefold

1 Category theory aimed at “free formulas” and their combinatorics
2 How to construct free objects

1 w.r.t. a functor with - at least - two combinatorial applications:

1 the two routes to reach the free algebra
2 alphabets interpolating between commutative and non commutative

worlds

2 without functor: sums, tensor and free products
3 w.r.t. a diagram: limits

3 Representation theory: Categories of modules, semi-simplicity,
isomorphism classes i.e. the framework of Kronecker coefficients.

4 MRS factorisation: A local system of coordinates for Hausdorff
groups.

5 This scope is a continent and a long route, let us, today, walk part of
the way together.
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Disclaimer. – The contents of these notes are by no means intended to
be a complete theory. Rather, they outline the start of a program of work
which has still not been carried out.
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CCRT[22] MRS and the outer world III.1
PBW and rewriting techniques.

1 In the preceding weeks, we have considered the MRS factorization which is
one of our precious jewels.

DX :=
∑
w∈X∗

w ⊗ w =
∑
w∈X∗

Sw ⊗ Pw =

↘∏
l∈LynX

exp(Sl ⊗ Pl) (1)

2 This identity, formulated with a basis of Lie polynomials and its dual holds
true, not only for other bases but also with other Lie algebras then the free
one.

3 At first, one must pass from a basis of the Lie algebra in question g (if it
exists) to a basis of its universal enveloping algebra U(g) and this is the
realm of the PBW (Poincaré-Birkhoff-Witt) theorem
(see [22], and [5], Ch I §2.7 Th 1).

4 In fact, WLOG, we can prove the mechanism of this rewriting technique in a
much more general framework.
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Back to the basics: U(g).
First contact with PBW and how combinatorics on the words is convenient here.

5 A first version: that of MO.

6 PBW Theorem (source [22]). –
Let g be a finite-dimensional Lie algebra over a field k, with an ordered basis
x1 < x2 < ... < xn.
We define the universal enveloping algebra U(g) of g to be the free
noncommutative algebra k〈x1, ..., xn〉 modulo the relations
(xixj − xjxi = [xi , xj ]).
The Poincaré–Birkhoff–Witt (PBW) theorem states that U(g) has a basis
consisting of lexicographically ordered monomials i.e. monomials of the form
xe11 xe22 ...x

en
n . Checking that this basis spans U(g) is trivial, so the work lies in

showing that these monomials are linearly independent.

7 Here, we have to enlarge this framework in two directions: firstly, we
need infinite dimensional Lie algebras (for example the Free Lie algebra with
its Lyndon basis) and secondly k must be a ring (e.g. k = H(Ω)).
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Back to the basics: U(g)/2

8 Let us make the terms crystal clear.

9 A k-Lie algebra g is a k-algebra (g, [•, •]) (in general non associative and
non-unital) which satisfies two identities (i.e. forall x , y , z ∈ g)

a [x , x ] = 0 (Alternation)
b [x , [y , z ]] + [y , [z , x ]] + [z , [x , y ]] = 0 (Jacobi identity)

10 From [9.a], one infers that the bracket is antisymmetric i.e. identically
[y , x ] = −[x , y ]. A system of generators being given, computations within a
Lie algebra is determined by an alternate table (below the table of sl2(k))

First factor

{ [•, •] e h f

e 0 −2e h
h 2e 0 −2f
f −h 2f 0

11 From [9.b and 10], one infers this (equivalent) form of [9.b]

[x , [y , z ]] = [[x , y ], z ] + [y , [x , z ]] (2)

which means that adx : y 7→ [x , y ] is a derivation of (g, [•, •]).
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Back to the basics: U(g)/3

12 In fact, the definition given in point 6 was just local (field + finite

dimension) and, as was said in 7, we need the general definition. We give it
in the CCRT spirit.

13 U(g) is the solution of an universal problem (k is a ring).

k− Lie k− AAU

g A

U(g)

F

f

j f̂

14 Now, below

1 History of PBW
2 The general PBW Theorem.
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Origins of PBW

15 Let us read

16 and see how to calculate on one of the simplest noncommutative infinite
dimensional Lie algebra: that of (polynomial) vector fields on the line. 9 / 31



Example: computations in the Witt algebra.

17 The Witt algebra is

1 The Lie algebra of meromorphic vector fields on the Riemann sphere
that are holomorphic except at two fixed points

2 The complexification of the Lie algebra of polynomial vector fields on a
circle

3 The Lie algebra of derivations Der(C[z , z−1]).

18 a classical basis of it is Ln = −zn+1 d
dz

19 its law is [Lm, Ln] = (m − n)Lm+n

20 and a central extension of it is the Virasoro Lie algebra (see [21])

21 the general PBW below will teach us that the corresponding AAU of
differential operators has a basis formed, with n1 < . . . < nk , by the
monomials

Lα1
n1 · · · L

αk
nk = (−1)k

(
zn1+1 d

dz

)α1 · · ·
(
znk+1 d

dz

)αk (3)
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The general PBW theorem.

Theorem (Poincaré-Birkhoff-Witt [5, 22])

Let k be a ring and g a k-Lie algebra which is free as a k-module. Let B = (bi )i∈I
be a (totally) ordered basis of g (as a free k-module, then). We now construct a
family within U(g), using the following multiindex notation.
For every α ∈ N(I ), we set

Bα = b
α(i1)
i1
· · · bα(in)in

∈ U (4)

where {i1, · · · , in} ⊃ supp(α) (and i1 < · · · < in). One sees easily that this
product does not depend on the choice of {i1, · · · , in} provided that supp(α) be a
subset of it. Then

i) U(g) is free as a k-module.

ii) (Bα)α∈N(I ) is a basis of U(g).

22 Remarks. – i) One can reverse the order to obtain a decreasing form.
ii) We can realize a model of the PBW basis within k〈B〉 using increasing
words and this is precisely what we will now do.
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Recent works
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Classical rewriting [5], Ch I §2.7 Lemma 1
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Intermezzo: increasing words.

23 Ex9. –
Let (X , <) be an ordered alphabeta.
(Statisitics “inv”). For each w ∈ X ∗, we set

inv(w) := #{(i , j) ∈ [1, . . . , n]2 | i < j and w [i ] > w [j ]} (5)

1) Enumerate inv(w) (for example in the style of [36]) for
X = {a, b}, a < b and the words of length ≤ 3 (15 words).
2) Let X ↑ be the set of increasing words (i.e. defined by inv(w) = 0). Give

the set X ↑≤3 (6 words) and X ↑≤4.
3) a) For X = {x1, . . . , xk} a finite alphabet indexed in increasing order and
x ∈ X , we set nb(x) = j such that x = xj . For w ∈ X ↑n show that the
function

φn : j 7→ nb(w [j ]) + j − 1 (6)

is strictly increasing. Give it for a3, a2b, ab2, b3
0 1 2

a b b
1 2 2


aUnless otherwise specified, an ordered alphabet will always be understood

as totally ordered. 14 / 31



Intermezzo: increasing words.

24 Ex9 cont’d. –
3) b) What is its domain, codomain ?
4) Prove that w 7→ {φn(w)[i ]}ni=1 is a one-to-one correspondence between
X ↑n and (

{1, . . . , k + n − 1}
n

)
where, for a set E and k ∈ N, the binomial

(
E
k

)
is the set of

k-subsets of E .
5) For |X | = k, what is the cardinality of X ↑n ?

25 Ex10. – (Straightening principle)
Let XUnderDiag ⊂ X 2 be the set of pairs (x , y) such that x > y and B an
arbitrary map B : XUnderDiag → k.X = k(X ) defined by its structure
constants

B(x , y) =
∑
z∈X

γzx,y z (7)
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Intermezzo: increasing words/2

26 Ex10 cont’d. –
We define k〈X ↑〉 as the set of polynomials with support in X ↑ and consider
maps, linear on the right

ρ : X × k〈X ↑〉 → k〈X ↑〉

such that

1 ρ(x , u) = xu if xu ∈ X ↑
2 ρ(x , yv) = ρ(B(x , y), v) + ρ(y , ρ(x , v))) otherwise (x > y)

1) Prove that such a ρ exists and is unique (imitate the method of [5], Ch I
§2.7 Lemma 1).
2) One defines an “elementary straightening” by

1 es(w) = w if w ∈ X ↑
2 es(pxys) = p(B(x , y) + yx)s if x > y is the first inversion

Prove that the sequence esn is locally stationary and recompute ρ with
limn→+∞(esn).
3) Reprove the PBW using the straightening principle of (Ex10).
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Intermezzo: increasing words/3

27 Ex10 is due to M.P. Schützenberger [34].

28 For example, using the sl2 table

First factor

{ [•, •] e h f

e 0 −2e h
h 2e 0 −2f
f −h 2f 0

e < h < f and B(x , y) = [x , y ] , we get the following execution (with
φ(x , u) = x |u)

f |eh = [f , e]|h + e|(f |h) =
−h|h + e|([f , h]|1) + e|(h|(f |1)) =
−h2 + 2(e|f ) + ehf = −h2 + 2ef + ehf (8)
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A small tribute to MPS or Marco as we used to call him

Figure: Marcel-Paul Schützenberger at Oberwolfach (1973)1

1Contrary to 1972 (Wikipedia)
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General setting for MRS.

Theorem, GHED, DG, HNM [15]

Let k be a Q-algebra and g be a Lie algebra which is free as a k-module. Let us
fix an ordered basis B = (bi )i∈I (where the ground set (I , <) is totally ordered) of
g. To construct the associated PBW basis of U = U(g), we use the following
multiindex notation. For every α ∈ N(I ), we set

Bα = b
α(i1)
i1
· · · bα(in)in

∈ U (9)

where {i1, · · · , in} ⊃ supp(α) (and i1 < · · · < in).
Consider the linear coordinate forms Bβ ∈ U∨ defined by

〈Bβ |Bα〉 = δα,β . (10)

We will also use the elementary multiindices ei ∈ N(I ) defined for all i ∈ I by
ei (j) = δi,j .
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General setting for MRS/2

Theorem cont’d
Then:a

1 We have

Bα ~ Bβ =
(α + β) !

α !β !
Bα+β (11)

and

Bα(i1)ei1+···+α(ik )eik =
B

~α(i1)
ei1

~ · · ·~ B
~α(ik )
eik

α(i1) ! · · ·α(ik) !
. (12)

2 The following infinite product identity holds:

IdU = ~→i∈I e
Im(Bei

⊗Bei )
~ =

→∏
i∈I

e
Im(Bei

⊗Bei )
~ (13)

within End(U).

aWe use the notation α! for α ∈ N(I ); this is the product α! =
∏

i∈I αi !.
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MRS Identity within different Magnus and Hausdorff (i.e.
groups of characters) groups.

29 Here, we want to serve the generality in order to taylor a more general
tool.

Magnus Group G (can be 1 + k+〈〈M〉〉)

L(G ) (can be k+〈〈M〉〉)
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Concluding remarks

1 In this CCRT[22] MRS variation 1, we have focused on PBW and
combinatorics on words.

2 We returned back to the basics and the categorical definition of U(g).

3 We saw the general PBW (Recent works and classical rewriting).

4 We showed that this rewriting (initial on words) can be better
formulated on increasing words.

5 This gives us a implementable version of the straightening algorithm.

6 To end with, the general setting for MRS was provided.
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Concluding remarks/2

7 Remains to exploit this setting on different Lie groups as the Magnus
group for Shuffle and Stuffle.

8 The mechanics of this computations is the object of a forthcoming
paper “Kleene stars in shuffle algebras” (see [15]).

9 These two groups and their systems of coordinate (through MRS)
being set, we need a “bridge formula” to match them.

10 Remains to
1 Prove that this formula is separating (i.e. transversality is sufficient)
2 To what extent identification of local coordinates reflects the relations

between their coefficients.
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THANK YOU FOR YOUR ATTENTION !
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